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When deciding between different courses of action, both the potential outcomes and the
costs of making a choice should be considered. These costs include the cognitive and
physical effort of the different options. In many decision contexts, the outcome of the
choice is guaranteed but the amount of effort required to achieve that outcome is
unknown. Here, we studied choices between options that varied in the riskiness of the
effort (number of responses) required. People made repeated choices between pairs of
options that required them to click different numbers of sequentially presented response
circles. Easy-effort options led to small numbers of response circles, whereas hard-effort
options led to larger numbers of response circles. For both easy- and hard-effort options,
fixed options led to a consistent effort, whereas risky options led to variable effort that,
with a 50/50 chance, required either more effort or less effort than the fixed option.
Participants who showed a preference for easier over harder options were more risk
averse for decisions involving hard options than for decisions involving easy options. On
subsequent memory tests, people most readily recalled the hardest outcome, and they
overestimated its frequency of occurrence. Memory for the effort associated with each
risky option strongly correlated with individual risky preferences for both easy-effort and
hard-effort choices. These results suggest a relationship betweenmemory biases and risky
choice for effort similar to that found in risky choice for reward. With effort, the hardest
work seems to particularly stand out.
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Imagine that you are cooking dinner and you
realize you are missing a key ingredient. You
could walk over to the supermarket that always
stocks the ingredients, or you couldwalk a shorter
distance in the opposite direction to the shop that
may or may not have the ingredient, risking that
you may still have to walk to supermarket.
Whether or not you get the ingredients is not
the focus of your decision, instead you are weigh-
ing up how much effort to exert to get them.
Understanding risky choice has been the focus
of extensive research in psychology and behav-
ioral economics (e.g., Hertwig & Erev, 2009;
Kahneman & Tversky, 1979), as well as in vari-
ous other disciplines such as biology (e.g.,
Kacelnik & Bateson, 1996), medicine (e.g.,
Reyna & Lloyd, 2006; Simianu et al., 2016),
neuroscience (e.g., Platt & Huettel, 2008), and
politics (e.g.,Vis&VanKersbergen, 2007).Most
experimental studies of risky choice in humans,
however, have focused on choices between op-
tions that differ in the risk associated with the
outcome value (e.g., risky or fixed amounts of
monetary rewards). In the scenario outlined
above, you are choosing between two options
that provide the same eventual reward, but one
option involves a fixed amount of effort, and the
other option involves risk in which you might
save some effort or you might end up exerting
even more effort. In the present research, we
aimed to extend the study of risky choice in
humans to situations where the risk involved
the cost (i.e., effort) needed to obtain an outcome,
a key component of many everyday choices.
From both a biological and behavioral per-

spective, effort should be a salient determinant
of choice. For example, when foraging, how
much time and energy is expended to obtain these
nutrients can be as important as the nutrient
obtained (e.g., Charnov, 1976). For economic
decisions, the costs, which can include money,
time, and physical or cognitive effort can be as
important as the benefits (e.g., Kool et al., 2010;
Otto & Daw, 2019). Indeed, the role of effort in
choice has been the focus of an increasing number
of studies, and it has been argued that the work
required to obtain a reward is a critical determi-
nant of behavior and should “receive its own
spotlight” (Salamone et al., 2018, p. 2).
To date, most studies on effort-based choice

behavior have focused on how effort affects
decisions between options that provide different
rewards or on how effort and reward trade-off in

determining choice. For example, increases in
effort increase preference for a small, certain
reward over a larger, uncertain reward, both
in a risk-sensitive foraging task with rats
(Kirshenbaum et al., 2000) and in marketing
research with humans (Kivetz, 2003). In humans,
increases in effort (via difficulty of mathematical
calculations) enhanced brain sensitivity to the
magnitude of rewards and losses (Hernandez
Lallement et al., 2014). The value attached to
monetary reward decreases with greater effort
required to obtain it, known as effort discounting
(e.g., Botvinick et al., 2009; Hartmann et al.,
2013). In the brain, dopamine plays a role in
choices involving trade-offs between effort and
reward amount in both humans (e.g., Treadway,
Bossaller, et al., 2012) and nonhuman animals
(see Salamone et al., 2018, for a recent review).
Effort and amount are processed via different
neural pathways (the cingulate cortex and ven-
tromedial prefrontal cortex, respectively) before
being integrated for decisions involving effort–
reward trade-offs (Klein-Flügge et al., 2016).
The importance of effort in human decision-

making is underscored by evidence that deficits in
effort-based decision-making, characterized by
less willingness to exert effort for a higher reward
amount, have been implicated in schizophrenia
(e.g., Gold et al., 2013) and depression (e.g.,
Treadway, Bossaller, et al., 2012). Moreover, an
effort–reward imbalance has been identified as an
important factor in workplace stress (Eddy et al.,
2016), and a recent study with teenagers found
lower sensitivity to effort costs in adolescents than
in adults (Sullivan-Toole et al., 2019). Despite the
considerable research on how effort and reward
trade-off in riskychoice (Otto&Daw,2019),much
less is known about how people choose between
options that provide the same rewards and differ
only in the riskiness of the effort involved.
When rewards differ in magnitude, risky

choice depends on the set of outcomes in the
decision context (see Madan et al., 2021). When
monetary outcomes are learned through experi-
ence, people often show context-dependent
biases in which they are more risk seeking for
choices involving the best outcomes in the con-
text (e.g., gains or high-value rewards) than for
choices involving losses or lower value rewards
(e.g., Konstantinidis et al., 2018; Ludvig et al.,
2014). This pattern of results is opposite to that
seen in decisions from description (Kahneman &
Tversky, 1979; Ludvig & Spetch, 2011), and

T
hi
s
do
cu
m
en
t
is
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al

A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le

is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al

us
e
of

th
e
in
di
vi
du
al

us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

RISKY EFFORT 93



appears to reflect overweighting of the extreme
(best and worst) outcomes in memory (Madan
et al., 2014). Postchoice memory tests showed
that people were more likely to recall the best and
worst outcomes and to report that they occurred
more often than the intermediate outcomes, and
memory biases correlated with individual levels
of risk preference (Madan et al., 2017).
Only a small number of studies have investi-

gated how people choose between fixed and risky
effort when reward is held constant (Apps et al.,
2015;Meyer et al., 2011; Nagengast et al., 2011),
and none of these focused on context-dependent
biases in risky choice or memory. Here, we tested
whether peoplewould showbiases for risky effort
that align with those seen for risky rewards (e.g.,
Ludvig et al., 2014). If so, people would be more
risk seeking for choices involving easy-effort
outcomes (i.e., the better outcomes) than for
choices involving hard-effort outcomes in an
experience-based task. We also tested whether
peoplewould show similar memory biases for the
easiest and hardest effort levels and whether
biases in memory for effort would correlate
with individual levels of risky choice.
The trade-off between effort and reward

amount suggests that effort-based choice may
show similar biases to reward-based choice.
Effort costs, however, may sometimes have dif-
ferent qualities than reward costs. Although peo-
ple and animals usually choose to minimize the
time and effort required to obtain a goal, increased
effort sometimes leads to increases in the subjec-
tive value of the outcome obtained, and in some
cases, organisms will paradoxically choose op-
tions that requiremore effort (Inzlicht et al., 2018;
Kacelnik &Marsh, 2002; Zentall, 2010). Several
species, including humans, sometimes show
“contrafreeloading,” choosing towork for reward
over receiving it for free (e.g., Jensen, 1963;
Navarro & Osiurak, 2015; Osborne, 1977;
Rosenberger et al., 2020; Tarte, 1981). For exam-
ple, peoplewill paymoney to exert physical effort
at a gym, and the popularity of puzzles and
sudoku suggest that people will choose to exert
cognitive effort in the absence of any monetary
reward. Because of these paradoxical findings, it
remains unclear whether decisions involving
risky effort would show risk preferences and
biases similar to those that have been reported
for decisions involving risky rewards.
Here, we sought to examine how people

respond to risk in effort level in the absence of

differential rewards. A set of three experiments
examined how people choose between fixed and
risky effort, and how they remember the effort
levels they experience. The experiments also
contribute to the literature on risky decision-
making by assessing whether known biases in
risky choice and memory for rewards generalize
to choices based on effort. In the experiments,
participants made repeated experience-based
choices between options that differed in the level
and variability of effort (number of spatially
distributed mouse clicks) required to complete
the trial. Two options were “easy,” requiring only
a few responses, whereas the other two options
were “hard” and required more responses. One
easy and one hard option were “fixed,” such that
the required number of responses was the same
every time that option was chosen. The other two
options were risky, sometimes requiring more
and sometimes requiring fewer responses than
the corresponding fixed options. Table 1 shows
the effort levels for each option. Choices between
easy and hard options assessed effort preference,
and choices between fixed and risky options
assessed risk preference. Participants were given
the same monetary reward after completing all
trials regardless of which options they chose.
After completing a series of choice trials, we
tested participants’ memory of the effort associ-
ated with each risky option.
All of the experiments reported here investi-

gated experience-based decisions, namely deci-
sions for which the contingencies and outcomes
are learned through repeated experience with
feedback. In a parallel series of studies, we are
also investigating decisions from description in
which the contingencies and outcomes are
described for each choice. Extensive research
on decisions involving monetary risk has shown
different patterns of bias depending on whether
decisions are based on description or experience,
a difference that is referred to as the “description-
experience gap” (see Hertwig & Erev, 2009;
Ludvig & Spetch, 2011). To the extent that
decisions involving effort risk are similar to those
involving monetary risk, in the present experi-
ments, we expect to see a pattern of result similar
to that reported for experience-based risky choice
(e.g., Ludvig et al., 2014).
Experiment 1 used in-person testing, and Ex-

periments 2 and 3 were conducted using the
online platform Prolific Academic. Experiment
3 controlled the time taken to complete the effort
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requirement to disentangle the effects of effort
and time. All data, materials, and preregistration
documents are available on the Open Science
Framework (https://osf.io/695js/).1

Experiment 1

In this experiment, participants chose between
pairs of doors that led to different numbers of
responses required to end the trial. An easy-fixed
door required three responses, an easy-risky door
required one or five responses with equal proba-
bility, a hard-fixed door required nine responses
and a hard-risky door required seven or 11 re-
sponses with equal probability (see Table 1).
Based on how people respond to experienced
outcomes in risky choice (e.g., Ludvig et al.,
2014; Madan et al., 2014), we expected that
people would overweight the hardest effort level
(11 responses) and easiest effort level (1
response) in both choice and memory. Accord-
ingly, we preregistered one primary hypothesis
about choice and three secondary hypotheses
about memory. The primary hypothesis was
that people would overweight the hardest effort
option and therefore make fewer risky choices for
decisions between hard options than for decisions
between easy options. The secondary hypotheses
were that (a) people will be more likely to report
extreme numbers of responses (1 and 11) on a
recall test, (b) people will overestimate the fre-
quency of these extreme numbers of responses
(1 and 11), relative to the equally often experi-
enced nonextreme numbers (5 and 7), and (c)
individuals’ responses on the recall and the
frequency-judgments tests will correlate with
their risky choices.

Method

Participants

We recruited 104 participants (54 male, 50
female; age range of 18–26 with mean age of 19)

from the University of Alberta Psychology par-
ticipant pool. Participants earned course credit
and were paid $5 (Canadian) as a bonus for
completing the experiment. They were informed
that they needed to complete 200 choice trials and
answer a few memory questions to obtain the $5
bonus. All participants provided informed con-
sent, and ethics approval was provided the Uni-
versity of Alberta HumanResearch Ethics Board.

Procedure

Up to 15 participants signed up for each time
slot, and they first sat as a group in a central room
to receive general instructions and provide writ-
ten informed consent. Theywere then assigned to
individual testing rooms, where they individually
completed the task on PC computers running
Windows 10 and using E-Prime 2.0 (Psychology
Software Tools, Pittsburgh, Pennsylvania).
At the beginning of each trial, participantswere

shown pictures of one or two visually distinct
doors (Figure 1A). Clicking a door with the
mouse was immediately followed by removal
of the door image(s) followed by the sequential
presentation of one or more black response cir-
cles, with the number of circles dependent on
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Table 1
Number of Required Responses (Circles to Click) for Each Choice Option

Experiment Easy fixed Easy risky Hard fixed Hard risky Time controlled

Experiment 1 3 1 or 5 9 7 or 11 No
Experiment 2 2 1 or 3 8 7 or 9 No
Experiment 3 3 1 or 5 9 7 or 11 Yes

1 In addition to the reported experiments, we also con-
ducted two aborted studies and one additional study reported
in Supplemental Materials. The first aborted study was con-
ducted prior to Experiment 1 and was aborted because
comments made by participants suggested, and an exami-
nation of the data confirmed, that most participants were
not learning which were the easier options. We therefore
increased the response requirement for the harder effort
options and started the current Experiment 1. Another experi-
ment was initiated prior to the Experiment 2 but was aborted
early because in-person testing was no longer possible due
to COVID-19. The experiment reported in Supplemental
Materials was conducted prior to Experiment 3 and was our
first attempt to control time across effort levels. For that
study, many participants failed to complete the effort require-
ment within the specified time limit on a substantial number
of trials, making the results inconclusive. We therefore adjusted
the time limits and effort levels and repeated the experiment,
reported here as Experiment 3.
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which door was clicked (Figure 1B). Response
circles were presented one at a time in locations
randomly selected (with replacement) from nine
evenly spaced locations on the computer screen.
A 500-ms delay preceded each presentation of a
response circle, and the circle remained on the
screen until it was clicked with the mouse. The
mouse cursor reset to the middle of the screen
before each response circle was presented. After
the last circle for the trial was clicked, a trial
counter displayed at the bottom of the screen
incremented by one count and the next trial began
(Figure 1B).
Figure 1A shows the four door images used in

the experiment and the contingencies between
these four choice options and the six numbers of
response circles. The door image assigned to each
choice option was counterbalanced across parti-
cipants, and the left–right location of each door
was counterbalanced across trials within blocks.
The easy-fixed door was always followed by
three response circles whereas the easy-risky
door was followed by a 50/50 chance of either
one or five response circles. The hard-fixed door
was always followed by nine response circles,
whereas the hard-risky door was followed with

a 50/50 chance of either seven or 11 response
circles.
During the choice phase of the experiment,

participants were presented with three types of
trials. Single-option trials presented only a single
door that the participants were required to click to
continue. These trials ensured that the partici-
pants experienced the effort levels associated
with each door throughout the experiment regard-
less of their choices. Effort-preference trials pre-
sented a choice between an easy-fixed door and a
hard-fixed door, or between an easy-risky door
and a hard-risky door, that is, objectively different
effort levels that did not differ in risk. These trials
assessed whether participants had learned the
door-effort contingencies and were choosing to
minimize effort. As per the preregistration on
OSF, and consistent with the criterion used in
previous studies (e.g., Ludvig & Spetch, 2011),
only participants who chose the easy options on
60% or more of the effort-preference trials were
included in the primary analyses. This criterion
excludes participants who failed to learn the task
contingencies or were not motivated to minimize
effort and chose randomly (Ludvig & Spetch,
2011). With 80 total effort-preference trials, 48
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Figure 1
Illustration of Experimental Paradigm and Task Structure

Note. (A) Schematic illustrating the choice stimuli and effort contingencies in Experiment 1. The numbers indicate how
many response circles needed to be clicked to complete the trial. Fixed doors led to the same number each time (100%),
whereas risky doors led equally often (50%) to two different numbers. The specific doors associated with each effort
contingency were counterbalanced across participants. (B) Schematic of an example choice trial in which the easy-fixed door
was selected and was followed by three response circles. Participants needed to click on one of the doors to choose it and then
needed to click on each of the successively presented response circles to complete the trial. A 500-ms delay preceded the
presentation of each response circle. The images shown are not exactly to scale. The images of doors are from Irish Doors by
Joe Bonita, 2008 (https://fineartamerica.com/featured/irish-doors-joe-bonita.html). Copyright 2008 by Joe Bonita. Reprinted
with permission. See the online article for the color version of this figure.
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low-effort responses (60%) represent the lowest
number that is reliably different from random
responding (atp= .05, using cumulative binomial
probability). Finally, risk-preference trials pro-
vided a choice between an easy-fixed and an
easy-risky door, or between a hard-fixed and a
hard-risky door. These risk-preference trials pro-
vided choices between doors that required the
same average effort, but one was fixed and one
was risky. Thus, these trials provided ameasure of
risk preference for each level of effort.
The choice phase consisted of five blocks of

trials, separated by a brief break (an on-screen
riddle). The right and left location of each door
was counterbalanced for each trial type in each
block. Each block provided eight single-choice
trials (two for each door), 16 effort-preference
trials (4 for each easy andhard door combination),
and 16 risk-preference trials (8 easy-effort deci-
sions and 8 hard-effort decisions), making 40
trials per block, and 200 trials in total.
Following the choice phase, participants were

given two types of memory tests. First, they were
given a first-recall test in which each of the four
doors was presented one at a time (in random
order for each participant); for each door, the
participant was instructed on the screen to type
the first number of response circles that came to
mind. This test was designed to assess how
accessible each response number was in the
participant’s memory. The test assumes that
even if both outcomes following a risky door
can be recalled, theremay be availability biases in
that one of the outcomes may come to mind
quicker than the other one. Second, participants
were given a remembered-frequency test, in
which they were again shown each door, in a
new randomly determined order, and below the
door they saw six numbers corresponding to the
six numbers of response circles (i.e., 1, 3, 5, 7, 9,
11) experienced in the task. The participant was
instructed on the screen to type the percentage of
time they had encountered each number of
response circles following the displayed door.

Results

Only 65 of the 104 participants passed the
criterion of choosing the easy options on 60%
or more of the effort-preference trials on the last
twoblocks, and as per the preregistration, only the
data from these 65 participants were used in the
analyses reported below. Of the participants who

did not meet criterion, 15 chose the hard option
on 60% or more of the effort-preference trials.
These high-effort choosers spent an average of
6.7 min longer on the choice task than the low-
effort choosers, highlighting the cost of choosing
high-effort options. Exploratory analyses on
the 15 high-effort choosers are reported in the
Supplemental Materials.
As per the preregistration, all t tests were one

tailed. As shown in Figure 2, people developed
risk aversion for decisions involving hard options
but not for decisions involving easy options.
Averaged over the last two blocks, participants
chose the risky option 16.0 ± 4.9 percentage
points less often for choices involving hard op-
tions (32.8 ± 3.7%) than for choices involving
easy options (48.8 ±4.5%), t(64)=3.26,p= .002,
d = 0.40.
For the memory results, participants were only

included in each analysis if they had provided a
valid response for the relevant memory test. On
the first-recall test, participants showed a bias
toward reporting the hardest response require-
ment. Figure 3A shows the percentage of parti-
cipantswho reported one orfive for the easy-risky
door and seven or 11 for the hard-risky doors. For
the easy-risky door, there was no difference
between the percentage of participants who re-
ported one orfive, χ2(1,N= 54)= 0, p= 1. For the
hard-risky door, however, more participants re-
ported the high-extreme number (11) than the
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Figure 2
Risky Choice Results for Experiment 1

Note. Mean percentage (±SEM) of risky choices for the
decisions involving easy or hard options for each block of
choice trials. SEM = standard error of the mean. See the
online article for the color version of this figure.
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nonextreme number (7), χ2(1, N = 42) = 4.67,
p = .031.
Although group-level biases in the recall test

appeared only for the hard-risky door, responses
on this memory test correlated with individuals’
choice behavior for both risky doors. Figure 3B
plots risk preference in the choice task split
according to responses on the first-recall test.
For the easy-effort choices, people who recalled
one response showed a higher percentage of risky
choices (62.3 ± 7.0%; N = 28) than those who
recalled five responses (30.4 ± 4.9%; N = 28),
t(54)= 3.72, p< .001, d= 0.99. Similarly, for the
hard-effort choice, people who recalled seven
responses showed a higher percentage of risky
choices (59.4 ± 6.5%; N = 14) than those who
recalled 11 responses (12.5 ± 4.0%; N = 28),
t(40)= 6.47, p< .001, d= 2.12. To factor out the
contribution of any differences between people
in their frequency of experiencing each outcome,
we conducted a partial correlation between risky

choice and the recalled number for each risky
choice, with obtained frequency of each outcome
as the controlled variable (see Madan et al., 2014,
2017). This partial correlation was significant,
even when the obtained frequency of each out-
come for each risky door was controlled, easy:
rp(53) = −.44, p = .001; hard: rp(39) = −.68,
p < .001.
On the remembered-frequency test, partici-

pants showed a bias in reporting the effort fre-
quency for the hard-risky door but not for the
easy-risky door. Figure 3C shows the mean re-
ported frequency (in percent of trials) of one or
five responses for the easy-risky door and of
seven or 11 responses for the hard-risky door.
For the easy-risky door, participants did not
report a higher frequency of occurrence for the
extreme (1) number of responses than for the
nonextreme (5) number of responses, t(60) =
0.04, p = 1.0, d = 0.005. For the hard-risky
door, however, participants reported the extreme

T
hi
s
do
cu
m
en
t
is
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al

A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le

is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al

us
e
of

th
e
in
di
vi
du
al

us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

Figure 3
Results of the Memory Tests and Correlations With Risky Choice in Experiment 1

Note. (A) Percentage of participantswho respondedwith one orfive for the easy-risky door, andwith seven or 11 for the hard-risky
door on the first-recall test. (B) Mean risk preference (±SEM) for easy-effort and hard-effort choices, split by answer on the first-
recall test. (C)Mean percentage (±SEM) reported on the remembered frequency test that one or five response circles occurred on the
easy-risky door and that seven or 11 response circles occurred on the hard-risky door. (D) Scatterplot of risk preference on easy-effort
decisions as a function of remembered frequency of the easiest outcome (1 response) and risk preference on hard-effort decisions as a
function of remembered frequency of the hardest outcome (11 responses). Each dot represents an individual participant, and the lines
indicate the linear regression. SEM = standard error of the mean. See the online article for the color version of this figure.
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number (11) of responses as having occurred 25.1
± 6.3 percentage points more often than the
nonextreme number (7) of responses, t(62) =
4.00, p < .001, d = 0.50.
Figure 3D plots risk preference in the last two

blocks against remembered frequency of the ex-
tremes (1 or 11 responses). For the easy-effort
decisions, risky choices increased with judged
frequency of the easy extreme (1 response),
r(59) = .30, p = .020. even when controlling for
outcomes experienced, rp(58)= .28, p= .028. For
the hard-effort decisions, risky choices decreased
with judged frequency of the hardest extreme (11
responses), r(61) = −.39, p = .001. even when
controlling for outcomes experienced, rp(60) =
−.35, p= .006. Thus, individual differences in the
remembered frequency of the different amounts of
effort correlated significantly with risky choice for
decisions involving both easy and hard options.

Experiment 2

This study provided a replication and extension
of Experiment 1 using a larger sample of partici-
pants recruited from prolific academic and with
some variations in the procedure. Because so
many participants inExperiment 1 did not develop
a strong preference for the easy options, we made
several procedural changes designed to facilitate
learning of the effort level associated with each
choice door: (a) indicating the number of required
responses immediately after selectionof adoor, (b)
inserting a delay between each response to make
the differences in effort more salient, and (c) using
a new set of response numbers (as shown in
Table 1) to make the easy and hard sets more
distinct. For participants who chose easy options
on effort-preference trials, our preregistered pre-
dictions were that they would choose the risky
option more often on decisions involving easy
options than on decisions involving hard options
and they would be more likely to report the easiest
and hardest outcomes than intermediate outcomes
on a recall test.
For this study, we also used visually distinct

response circles that were consistently paired
throughout the session with the number of re-
sponses (1, 2, 3, 7, 8, or 9) required to complete
the trial as shown in Figure 4. The purpose of this
variation was to determine whether we could
identify and characterize a subset of people
who showaparadoxical preference for high effort
(e.g., Inzlicht et al., 2018). Specifically, if some

individuals consistently choose harder options,
these individuals may show opposite patterns of
risky choice than those who prefer easy options,
and they may show a preference for stimuli
associated with the high-effort (similar to the
“IKEA effect,” Norton et al., 2012). Because
very few participants chose high-effort options
in this experiment, however, we had insufficient
power to address these questions and therefore all
analyses related to the stimulus preferences are
reported in Supplemental Materials.

Method

Participants

We recruited 250 participants from prolific
academic. Participants were paid £7 for complet-
ing the experiment. Theywere informed that they
needed to complete 128 choice trials plus some
memory and preference tests to earn their com-
pletion code and that the task should take approx-
imately 45min to complete. Thirteen participants
were excluded because they were either not re-
corded on prolific (N = 1), exceeded the prolific
time limit of 115 min (N = 1) or restarted the
experiment after completing some trials (N= 11).
These exclusions left 237participants (154males,
80 females, age range of 18–65 with mean of 27).

Procedure

The program was created in PsychoJS and run
on the Pavlovia platform (Peirce et al., 2019). The
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Figure 4
Images of Circle Patterns AssociatedWith the Number
of Responses (1, 2, 3, 7, 8, 9) Required to Complete the
Trial in Experiment 2

Note. The number of responses was randomly assigned to
each circle pattern for each participant.
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procedurewas the sameas that used inExperiment
1 with the following exceptions: Clicking on a
choice door was followed by a 2-s message that
stated “You will need to click [number] circle[s],”
with the number being in the set 1, 2, 3, 7, 8, 9 and
determined by which door was clicked. Each
required number of responses was associated
with a different visual pattern on the response
circles. A 1.5-s delaywith a blank screen preceded
the presentation of each sequentially presented
response circle, and a 3-s delaywith a blank screen
preceded the onset of each new trial. As this
experiment was run online the mouse was not
re-centered between trials. There was no trial
counter display, but at the end of Blocks 2 and
3 a message indicated the number of trials com-
pleted thus far. The door images assigned to each
choice option and the circle patterns assigned to
each effort level were randomly assigned for each
participant. The number of required responses for
each door was as follows: easy-fixed door = 2,
easy-risky door= 1 or 3with a 50/50 chance, hard-
fixed door= 8, and hard-risky door= 7 or 9 with a
50/50 chance. The session included 128 choice
trials divided into four blocks.Thefirst blockwas a
short-learning block and consisted of eight single-
option trials, two with each door presented alone,
counterbalanced across door location. Each risky
door provided one instance of each of its response
requirements during the learning block. The next
three blocks each included eight single-option
trials (two for each door), 16 effort-preference
trials (eight with risky options and eight with fixed
options), and 16 risk-preference trials (eight with
easy options and eightwithhardoptions) for a total
of 40 trials per block. All trial types were counter-
balanced for side.
After the last block of choices, all participants

were given a first-recall test like the one described
in Experiment 1 in which participants were asked
to type the first number of response circles that
came to mind for each door. This test was fol-
lowed by two tests about the circle patterns that
are described in the Supplemental Materials.

Results

As per the preregistration, we used choices on
effort-preference trials to partition the set of parti-
cipants into low-effort choosers (chose easy doors
on 60% or more of the effort-preference trials) or
high-effort choosers (chose hard doors on 60% or
more of the effort-preference trials). Because there

were only three full choice blocks, we used the
results from the last blockof choice trials (i.e., after
learning occurred) for effort-preference and risk-
preference analyses. In this experiment (unlike
Experiment 1), a large majority of participants
chose the easy doors, and hence this partitioning
led to 219 low-effort choosers and only six high-
effort choosers. Results for the six participants
who chose hard doors on effort-preference trials
are presented in the Supplemental Materials. The
results reported below are for the 219 participants
who chose easy options on effort-preference trials.
All t tests reported are one sided.
People were more risk averse for decisions

involving hard options than for those involving
easy options, consistent with Experiment 1.
Figure 5A shows the percentage of risky choices
made when participants chose between easy
doors or between hard doors across blocks of
choices. On the last block, participants chose the
risky option 9.0 ± 2.7 percentage points less often
for the hard-effort decision (38.9 ± 2.1%) than for
the easy-effort decision (47.8 ± 2.4%), t(218) =
3.31, p = .001, d = 0.22.
On the first-recall test, participants reported the

harder response numbers more often. Figure 5B
shows the frequencyof participants’ reports of the
“first number of response circles to come tomind”
for the easy-risky and hard-risky doors. For the
easy-risky door, significantly more participants
reported the harder number (3) than the easier
number (1), χ2(1, N = 199) = 4.83, p = .028. For
the hard-risky door, significantly more partici-
pants reported the hardest number (9) than the
nonextreme number (7), χ2(1, N = 198) = 40.9,
p < .001.
Responses on this memory test correlated sig-

nificantly with choice behavior for both risky
doors. Figure 5C plots risky choices on the risk-
preference trials separated by responses on the
first-recall test. For the easy-effort option, people
who reported one response showed a higher per-
centage of risky choices (66.6 ± 3.3%; N = 84)
than those who reported three responses (31.8 ±
2.9%;N= 115), t(197)= 7.88, p< .001, d= 1.13.
Similarly, for the hard-effort option, people who
reported seven responses showed a higher per-
centage of risky choices (58.8 ± 4.1%; N = 54)
than those who reported nine responses (29.1 ±
2.7%;N= 144), t(196)= 6.65, p< .001, d= 1.06.
Partial correlations between first outcomes re-
ported and risky choice were significant, when
controlling for the obtained average outcomes of
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the risky options, easy: rp(196) = −.46, p < .001;
hard: rp(195) = −.39, p < .001.

Experiment 3

In both of thefirst two experiments, the number
of responses participants made and the time taken
to complete the responses both varied with effort
level. This covariation simulatesmany real-world
situations in which time and effort are correlated
(walking the long route ismore effortful and takes
longer; solving a hard math problem to comple-
tion usually takes more time than solving an easy
problem). Increases in effort, however, do not
always require an increase in time. One can work
out on a treadmill for a fixed amount of time at a
high pace or a lowpace.Acashiermay spend their
working hours serving many or few customers.
Experiment 3 was designed to assess whether
the results from the first two experiments would
replicate if time was controlled so that it did not
vary substantially across effort levels.

Method

Participants

We recruited 139 participants from Prolific
Academic. Participants were paid £7 for com-
pleting the experiment. They were informed that
they needed to complete 108 choice trials plus
some memory and preference tests to earn their
completion code and that the task should take

approximately 45 min to complete. Three parti-
cipants were excluded because they were either
not recorded on prolific (N = 1) or exceeded the
time limit of 115 min (N = 2). These exclusions
left 136 participants (76 males, 60 females, age
range of 18–62with amean of 35.5 [SD= 11.5]).

Procedure

The procedure was the same as that used in
Experiment 2 with four changes. First, the
required number of clicks following the choice
doors was the same as in Experiment 1 (see
Table 1). Second, the delay prior to each sequen-
tially presented response circle was reduced to
0.1 s. Third, a delay was inserted following the
response to the last sequentially presented circle
in order to equate average trial duration across
effort levels. To make the trial duration less
predictable, this delay was adjusted so that the
total trial duration had a mean of 10 s and a range
of 8–12 s (in increments of 0.25 s). This duration
spanned from the onset of the first response circle
to the presentation of anX, centered on the screen
that needed to be clicked to start the next trial. If
participants failed to complete all the responses in
the scheduled time, they were still allowed to
finish, and then a 1-s delay was presented after the
last click before the X appeared to indicate the next
trial. Overall, participants timed out on 1.1 ± 0.1%
of trials. Fourth, in this experiment, there was
one training block with eight single-option trials
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Figure 5
Results of Experiment 2

Note. (A) Percentage (±SEM) of risky choices for the decisions involving easy or hard options for each block of choice trials.
(B) Percentage of participants who responded with one or three for the easy-risky door, and with seven or nine for the hard-
risky door on the first-recall test. (C) Mean percentage of risky choices (±SEM) for the decisions involving easy or hard
options, split by answer on the first-recall test. In both panels B and C, green bars indicate the low extreme, navy bars indicate
the high extreme, and white bars indicate nonextreme values. SEM = standard error of the mean. See the online article for the
color version of this figure.
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followed by five blocks that each provided four
single-option trials (one for each door), eight effort-
preference trials (four for each type of choice), and
eight risk-preference trials (four for each type of
choice) for a total of 20 trials per block.
After the choice trials, all participants were

given memory-recall and frequency-estimation
tests similar to those described in Experiment 1.

Results

We again used choices on effort-preference
trials to partition participants into low-effort choo-
sers (chose easy doors on 60% or more of the
effort-preference trials) and high-effort choosers
(chose hard doors on 60% or more of the effort-
preference trials), resulting in 103 low-effort
choosers and seven high-effort choosers. Results
for the high-effort choosers are presented in the
Supplemental Materials. The results reported
below are for the 103 participants who chose easy
options on effort-preference trials. All t tests were
preregistered and are reported as one sided.
On risk-preference trials, people were again

more risk averse for hard options than for easy
options, evenwith the trial durationfixed. Figure 6
shows the percentage of risky choices made when
participants chose between an easy-fixed door and
an easy-risky door, or between a hard-fixed door
and a hard-risky door across blocks of choices.
Averaged over the last two blocks, participants
chose the risky option 11.0 ± 4.2 percentage points
lessoften for thehard-effort decision (42.1±3.1%)
than for the easy-effort decision (53.2 ± 3.7%),
t(102) = 2.63, p < .01, d = 0.26.
Figure 7A shows the frequency of participants’

reports of the “first number of response circles to
come to mind” for the easy-risky and hard-risky
doors. For the easy-risky door, significantly more
participants reported one than five, χ2(1,N= 94)=
8.34, p = .004. For the hard-risky door, signifi-
cantly more participants reported 11 than seven,
χ2(1, N = 89) = 39.1, p < .001. Thus, participants
were more likely to report the numbers at ends of
the distribution (extreme easy or extreme hard) as
thefirst number to come tomind for the riskydoors.
Figure 7B plots risky choices on the risk-

preference trials separated by responses on the
first-recall test. For the easy-effort option, people
who reported one response showed a higher
percentage of risky choices (66.8 ± 3.7%; N =
61) than those who reported five responses (30.7
± 5.0%;N= 33), t(92)= 5.81, p< .001, d= 1.26.

Similarly, for the hard-effort option, people who
reported seven responses showed a higher per-
centage of risky choices (64.2 ± 6.0%; N = 15)
than those who reported 11 responses (35.5 ±
3.2%; N = 74), t(87) = 3.75, p < .001, d = 1.06.
The partial correlations between first outcomes
reported and risky choice were significant, when
controlling for the obtained average outcomes of
the risky options, easy: rp(91) = −.42, p < .001;
hard: rp(86) = −.29, p < .01.
Figure 7C shows the mean reported frequency

(in percent of trials) of one or five responses for the
easy-risky door and of seven or 11 responses for the
hard-riskydoor.For theeasy-riskydoor,participants
reported a slightly higher frequency (5.9 ± 4.2%) of
occurrence for the extreme (1) number of responses
thanfor thenonextreme(5)numberof responses,but
this result was not statistically significant, t(95) =
1.40, p = .17, d = .14. For the hard-risky door,
participants reported the extreme number (11) of
responses as having occurred 34.9 ± 4.9 percentage
points more often than the nonextreme number (7)
of responses, t(94) = 7.06, p < .001, d = .73.
Figure 7D plots risk preference in the last two

blocks against remembered frequency of the ex-
tremes (1 or 11 responses). For the easy-effort
decisions, risky choices increased with judged
frequency of the easy extreme (1 response), r(94)=
.41, p < .001, even when controlling for out-
comes experienced, rp(93) = .34, p < .001. For
the hard-effort decisions, risky choices decreased
with judged frequency of the hardest extreme
(11 responses), r(93)=−.45, p< .001, evenwhen
controlling for outcomes experienced, rp(92) =
−.41, p < .001. Thus, individual differences
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Figure 6
Risky Choice Results for Experiment 3

Note. Mean percentage (±SEM) of risky choices for the
decisions involving easy or hard options for each block of
choice trials. SEM = standard error of the mean. See the
online article for the color version of this figure.
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in the remembered frequency of the different
amounts of effort correlated with risky choice
for decisions involving both easy and hard
options.

General Discussion

These experiments add a new dimension of
effort risk into the examination of effort-based
decision-making. The studies explored the basic
question of how people choose between options
that lead to the same reward but differ in the
effort required and the riskiness of this effort.
Previously, research on effort-based choice has
focused primarily on how effort discounts re-
wards (Botvinick et al., 2009; Hartmann et al.,
2013) and trades-off with reward (e.g., Klein-
Flügge et al., 2016; Treadway, Bossaller, et al.,
2012); however, there are many situations where
the outcome of a choice is constant, but the effort
required to obtain it is uncertain.

The set of three studies also addressed whether
experience-based choice for risky effort would
show biases in risk preference and memory simi-
lar to those that have been found for experience-
based choice for risky reward (e.g., Ludvig et al.,
2014; Madan et al., 2014). People showed clear
biases in both risk preference and their memory
for effort. In all three experiments, people were
more risk averse for decisions involving hard-
effort (worse) outcomes than for decisions
involving easy-effort (better) outcomes, parallel-
ing findings with risky reward. This result held
both when time to complete each trial varied with
the effort level (Experiments 1 and 2), and when
time was controlled so that it was similar across
effort levels (Experiment 3). Similar to results
with experience-based risky choice for rewards,
peoples’ risky choice showed considerable vari-
ation between individuals, but this individual
variation was strongly correlated with their re-
sponses on the memory tests. Large individual
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Figure 7
Results of the Memory Tests and Correlations With Risky Choice in Experiment 3

Note. (A) Percentage of participants who responded with one or five for the easy-risky door, and with seven or 11 for the
hard-risky door on the first-recall test. (B)Mean risk preference (±SEM) for easy-effort and hard-effort choices, split by answer
on the first-recall test. (C) Mean percentage (±SEM) reported on the remembered frequency test that one or five response
circles occurred on the easy-risky door and that seven or 11 response circles occurred on the hard-risky door. (D) Scatterplot of
risk preference on easy-effort decisions as a function of remembered frequency of the easiest outcome (1 response) and risk
preference on hard-effort decisions as a function of remembered frequency of the hardest outcome (11 responses). Each dot
represents an individual participant, and the lines indicate the linear regression. SEM = standard error of the mean. See the
online article for the color version of this figure.
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differences have also been found on other effort-
based tasks (Treadway, Bossaller, et al., 2012).
For risky rewards, memory tests have found

that people overweight the extreme outcomes
(best and the worst rewards). Specifically, people
are more likely to report the extremes of the
experienced range as the first outcome to come
to mind on recall tests, and they overestimate the
frequency of extreme outcomes (best and worst)
relative to equally often experienced nonextreme
outcomes (Madan et al., 2014, 2017). These
effects in memory for reward are typically stron-
gest and most consistent for the worst outcomes
(i.e., relative losses; see Ludvig et al., 2015;
Madan et al., 2019;Mason et al., 2022). For risky
effort, it appears that people are alsomost likely to
overweight theworst outcome, but in this case the
worst outcome is the one requiring themost effort
(highest number of clicks). On memory tests
across experiments, people were more likely to
recall, and they overestimated the frequency of,
the hardest outcome. Results for thememory tests
were not consistent across experiments for easy
outcomes. Thus, while prior work onmemory for
rewards suggests overweighting of both extremes
with more overweighting of the worst extreme,
the current studies on memory for effort provides
consistent evidence only for overweighting of the
hardest work. An interesting question for future
research in both reward outcomes and effort is
why the worse outcomes are overweighted to a
greater extent than the best outcomes. Nonethe-
less, it is not surprising that these effects are
accentuated with effort as effort is more akin to
primary reinforcers like food or water than sec-
ondary ones like money.
The tendency to overestimate the hardest effort

is consistent with research on “overclaiming” in
which group members’ estimations of their con-
tributions to team work sums to greater than
100% (Schroeder et al., 2016). This overestima-
tion indicates that people have an egocentric bias
(e.g., Ross & Sicoly, 1979), whereby one’s own
hard work is more readily recalled than the effort
made by others perhaps due to an availability
heuristic (Tversky & Kahneman, 1973). The
finding that people showed memory biases for
the highest effort they exerted may also have
implications for industrial psychology. If people
are more likely to remember the times they had to
work hard than the times they had it easier, this
bias could impact not only job satisfaction, but
also how willing people are to risk the possibility

of having to work harder to find potentially better
ways to achieve an outcome. In cases where
potentially more effortful innovation is desirable,
it might be necessary to provide facilitative mea-
sures, such as reminder cues of the better possible
outcome of a risky choice (Ludvig et al., 2015).
The current studies show that memory for the

effort levels associated with the risky option was
a reliable correlate of individual differences in
risk sensitivity. Those who recalled the harder
response number and thosewho judged the harder
response number as having occurred more often
were less likely to choose the risky option. In
other words, people who remembered the harder
work avoided options that could potentially lead
to that harder work. Although the evidence for
this relationship is correlational, and therefore,
causality cannot be inferred, these results provide
strong evidence for the interrelation between
risky choice and effort memory, consistent
with findings from risky choice for amount
(Madan et al., 2014, 2017). These results suggest
that models of choice should consider the rela-
tionship between memory and choice for risky
decisions involving effort aswell as reward. In the
case of effort, the hardest work seems to particu-
larly stand out.
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